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## Abstract

We examine the Cauchy problem for a nonlinear dissipative evolution system with conservation form
$\left\{\begin{array}{l}\psi_{t}=-(\sigma-\alpha) \psi-\sigma \theta_{x}+\alpha \psi_{x x}, \quad(t, x) \in[0,+\infty) \times R, \\ \theta_{t}=\end{array}\right.$ $\left\{\theta_{t}=-(1-\beta) \theta+\nu \psi_{x}+(\psi \theta)_{x}+\beta \theta_{x x}\right.$,
with initial condition

$$
(\psi(0, x), \theta(0, x))=\left(\psi_{0}(x), \theta_{0}(x)\right) \in H^{1}\left(R, R^{2}\right)
$$

where $\alpha, \beta, \sigma$ and $v$ are positive constants such that $\alpha<\sigma$ and $\beta<1$. We establish the global existence and decay rate of the solution subject to the parameter restriction $\nu<\frac{4 \sqrt{\alpha \beta(1-\beta)(\sigma-\alpha)}}{\sigma}$. The optimal decay rate is obtained if $\left(\psi_{0}, \theta_{0}\right) \in L^{1}\left(R, R^{2}\right)$ furthermore. The global existence of the solution to the same problem has been studied in Jian and Chen (1998 Acta Math. Sin. 14 17-34) without giving the decay rate and optimal decay order of the solution, in which $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right) \cap L^{1}\left(R, R^{2}\right)$.

PACS number: 02.30.-f

## 1. Introduction

In this paper, we consider the asymptotic behaviour of the Cauchy problem for a nonlinear dissipative evolution system with conservation form in one-dimensional spatial space

$$
\left\{\begin{array}{l}
\psi_{t}=-(\sigma-\alpha) \psi-\sigma \theta_{x}+\alpha \psi_{x x},  \tag{1.1}\\
\theta_{t}=-(1-\beta) \theta+\nu \psi_{x}+(\psi \theta)_{x}+\beta \theta_{x x},
\end{array} \quad(t, x) \in[0,+\infty) \times R,\right.
$$

subject to the initial data

$$
\begin{equation*}
(\psi(0, x), \theta(0, x))=\left(\psi_{0}(x), \theta_{0}(x)\right) \tag{1.2}
\end{equation*}
$$

System (1.1) was introduced by Hsieh [6] to observe the nonlinear interaction between ellipticity and dissipation. Indeed, by neglecting the damping and diffusion term, system (1.1) is reduced to

$$
\left\{\begin{array}{l}
\psi_{t}=-\sigma \theta_{x},  \tag{1.3}\\
\theta_{t}=v \psi_{x}
\end{array}\right.
$$

It is clear that system (1.3) is elliptic and the equilibrium $(\psi, \theta)=0$ is unstable. Taking the nonlinear term $(\psi \theta)_{x}$ into consideration, the system is still unstable if $|\psi| \ll 1$, and it will switch to be hyperbolic and the equilibrium will be stable whenever $|\psi| \gg 1$. Thus, a 'switching back and forth' phenomenon is expected due to the interplaying among ellipticity, hyperbolicity and dissipation. System (1.1) exhibits many applications to the realistic model. With the change of variables

$$
\left\{\begin{array}{l}
\psi=-\sqrt{2} X(t) \sin x \\
\theta=\sqrt{2} Y(t) \cos x+2 Z(t) \cos 2 x
\end{array}\right.
$$

the Lorenz equation can be derived from (1.1) by only retaining the coefficients of $\sin x, \cos x$ and $\cos 2 x$. Then the rich contents of the Lorenz equations are presumably also contained in system (1.1). By making $\alpha=\sigma=1, v=0, \beta=1$ and replacing $\psi$ by $-\psi$, system (1.1), then, is reduced to a chemotaxis model discussed in [10].

Tang and Zhao [16] studied the asymptotical solution for a slightly modified system by replacing the nonlinear term $(\psi \theta)_{x}$ in (1.1) with $2 \psi \theta$. Jian and Chen [9] first established the global existence of solutions to system (1.1) when $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right) \cap L^{1}\left(R, R^{2}\right)$. Hsiao and Jian [7] obtained the global existence of classical solutions for the initial boundary value problem of system (1.1) with initial condition $\left(\psi_{0}, \theta_{0}\right) \in C^{2, \delta}([0,1]) * C^{2, \delta}([0,1])(0<\delta<1)$ and periodic boundary condition

$$
\left(\psi_{0}, \theta_{0}\right)(0)=\left(\psi_{0}, \theta_{0}\right)(1), \quad\left(\left(\psi_{0}\right)_{x},\left(\theta_{0}\right)_{x}\right)(0)=\left(\left(\psi_{0}\right)_{x},\left(\theta_{0}\right)_{x}\right)(1), \quad 0 \leqslant t \leqslant T
$$

However, in [9], the restriction on the parameters $\alpha, \beta, \sigma$ and $v$ to ensure the global existence of the solution was not derived. They used only an abstract form instead of justifying the relationship between these parameters. It turns out from the linear analysis in section 3 that the global solution exists subject to the appropriate value of parameters chosen. One of the purposes of this paper is to give the relationship explicitly between the parameters which guarantees the global existence of the solution to system (1.1) with initial condition $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right)$. In addition, we deduce the decay rate of the solution and give the optimal decay order of the solution provided that $\left(\psi_{0}, \theta_{0}\right) \in L^{1}\left(R, R^{2}\right)$ furthermore.

We close the introduction by stating some notation.
Notation. Throughout the paper, if there is no ambiguity, we use $C$ to denote generic positive constants which can change from line to line. When the dependence of the constant on some index or a function is important, we highlight it in the notation. $L^{p}(R)(1 \leqslant p \leqslant \infty)$ denotes usual Lebesgue space with the norm $\|f\|_{L^{p}(R)}=\left(\int_{R}|f(x)|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}, 1 \leqslant p<\infty$, as well as $\|f\|_{L^{\infty}(R)}=\sup _{x \in R}|f(x)|$. The space $L^{p}\left(R, R^{2}\right)$, for $1 \leqslant p \leqslant \infty$, denotes the usual Lebesgue space of $R^{2}$-valued functions equipped with norm $\|(u, v)\|_{L^{p}\left(R, R^{2}\right)}=$ $\|u\|_{L^{p}(R)}+\|v\|_{L^{p}(R)}$. Moreover, we denote by $H^{l}(R)$ the usual lth-order Sobolev space with its norm $\|f\|_{H^{l}(R)}=\left(\sum_{i=0}^{l}\left\|\partial_{x}^{i} f\right\|^{2}\right)^{\frac{1}{2}} . \mathbb{Z}^{+}$denotes the class of all positive integers and $\mathbb{N}$ denotes the set of all positive integers plus zero.

## 2. Global existence and decay estimates

In this section, we are going to prove the global existence and decay rate of solutions to system (1.1) using energy method with the initial condition $\left(\psi_{0}, \theta_{0}\right) \in L^{2}(R)$, which is based on a local existence and a priori estimates. First of all, we give the local existence as follows.

Theorem 2.1. If $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right)$, then there exists a positive constant $T$ depending only on the $H^{1}$-norm of initial data, such that the Cauchy problem (1.1), (1.2) admits a unique smooth solution $\left(\psi(t, x), \theta(t, x) \in H^{1}\left([0, T] \times R, R^{2}\right)\right.$ satisfying

$$
\begin{equation*}
\|\left(\psi(t, x), \theta(t, x)\left\|_{H^{1}\left([0, T] \times R, R^{2}\right)} \leqslant 2\right\|\left(\psi_{0}(x), \theta_{0}(x) \|_{H^{1}\left(R, R^{2}\right)} .\right.\right. \tag{2.1}
\end{equation*}
$$

Proof. By the standard approach, we first rewrite system (1.1) in terms of an integral form as follows:

$$
\left\{\begin{align*}
\psi(t, x)= & G^{\alpha}(t, x) * \psi_{0}(x)-(\sigma-\alpha) \int_{0}^{t} G^{\alpha}(t-s, x) * \psi(s, x) \mathrm{d} s  \tag{2.2}\\
& +\sigma \int_{0}^{t} G_{x}^{\alpha}(x, t-s) * \theta(s, x) \mathrm{d} s \\
\theta(t, x)= & G^{\beta}(t, x) * \theta_{0}(x)-(1-\beta) \int_{0}^{t} G^{\beta}(t-s, x) * \theta(s, x) \mathrm{d} s \\
& -v \int_{0}^{t} G_{x}^{\beta}(x, t-s) * \psi(s, x) \mathrm{d} s-\int_{0}^{t} G_{x}^{\beta}(t-s, x) *(\psi \theta)(s, x) \mathrm{d} s
\end{align*}\right.
$$

where $G^{\alpha}(t, x)=\frac{1}{\sqrt{4 \pi \alpha t}} \exp \left(-\frac{x^{2}}{4 \alpha t}\right)$ and $G^{\beta}(t, x)=\frac{1}{\sqrt{4 \pi \beta t}} \exp \left(-\frac{x^{2}}{4 \beta t}\right)$ are fundamental solutions of heat equation and asterisk denotes the convolution which is taken with respect to the space variable $x$ and subscript means the partial derivative.

Then the local existence can be obtained by using the contraction mapping principle to the integral representation (2.2), following the standard theory of parabolic equation. Although the operation will be somewhat complicated, the approach is routine and feasible. So we omit the details here. The details of the fundamental proof can be seen in [13].

To derive the a priori estimates, it is worthwhile to point out first that if $v<\frac{4 \sqrt{\alpha \beta(1-\beta)(\sigma-\alpha)}}{\sigma}$, then we can find $\epsilon \in(0,2), C_{0}>0$ such that

$$
\left\{\begin{array}{l}
2 C_{0} \beta-\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)}>0  \tag{2.3}\\
2(1-\beta)-\frac{C_{0} v^{2}}{\alpha \epsilon}>0
\end{array}\right.
$$

For the convenience of presentation, we give the following definition.
Definition 2.2. Suppose that $v<\frac{4 \sqrt{\alpha \beta(1-\beta)(\sigma-\alpha)}}{\sigma}$. A tupel of real parameters $(\alpha, \beta, \nu, \sigma$, $\left.\epsilon, C_{0}\right)$ is called admissible if (2.3) holds for any $\alpha<\sigma, \beta<1, C_{0}>0$ and $0<\epsilon<2$.

Remark 2.3. It should be noted that the set of admissible parameters is not empty. Indeed, we can give an algorithm to find admissible parameters stepwise as follows.
Step 1. Define $k$ with $0<k<1$ by $\nu \sigma=4 k \sqrt{\alpha \beta(1-\beta)(\sigma-\alpha)}$.
Step 2. Choose $\epsilon$ with $2 k<\epsilon<2$.
Step 3. Choose $\lambda$ with $\lambda>0$.
Step 4. Define $C_{0}$ by $C_{0}=\frac{1}{1+\lambda}\left(\frac{\sigma^{2}}{2 \beta(\sigma-\alpha) \epsilon}+\lambda \frac{2 \alpha(1-\beta) \epsilon}{\nu^{2}}\right)$.
Before embarking on the a priori estimates, we would like to give the following inequality which will be applied later.

Lemma 2.4 (Ehrling-Browder's inequality [1]). Let $v \in L^{q}\left(R^{N}, R^{n}\right)$ and $D^{m} v \in L^{r}\left(R^{N}, R^{n}\right)$ with $1 \leqslant q, r \leqslant \infty$. Then for any integer $j$ with $0 \leqslant j \leqslant m$, there exists a constant $C=C(m, p, N)$, such that

$$
\begin{equation*}
\left\|D^{j} v\right\|_{L^{p}\left(R^{N}, R^{n}\right)} \leqslant C\left\|D^{m} v\right\|_{L^{r}\left(R^{N}, R^{n}\right)}^{\alpha}\|v\|_{L^{q}\left(R^{N}, R^{n}\right)}^{1-\alpha}, \tag{2.4}
\end{equation*}
$$

where $p$ is determined by

$$
\frac{1}{p}=\frac{j}{N}+\alpha\left(\frac{1}{r}-\frac{m}{N}\right)+\frac{1-\alpha}{q}, \quad \frac{j}{m} \leqslant \alpha \leqslant 1
$$

Lemma 2.5. Assume that $v \in W^{1,2}(R)$, i.e., $v \in L^{2}(R)$ and $v_{x} \in L^{2}(R)$; then $v \in L^{4}(R)$ and satisfies

$$
\begin{equation*}
\|v\|_{L^{4}(R)}^{4} \leqslant\left\|v_{x}\right\|_{L^{2}(R)}\|v\|_{L^{2}(R)}^{3} . \tag{2.5}
\end{equation*}
$$

Proof. First noticing the fact that $W^{1,2}(R)=W_{0}^{1,2}(R)$ (see [1]), which tells us that $v(-\infty)=v(+\infty)=0$, then it follows that

$$
v^{2}(x)=\int_{-\infty}^{x}\left(v^{2}\right)_{x} \mathrm{~d} x \leqslant 2 \int_{-\infty}^{x}\left|v v_{x}\right| \mathrm{d} x
$$

and

$$
v^{2}(x)=-\int_{x}^{+\infty}\left(v^{2}\right)_{x} \mathrm{~d} x \leqslant 2 \int_{x}^{+\infty}\left|v v_{x}\right| \mathrm{d} x
$$

The combination of these two inequalities gives us that

$$
v^{2}(x) \leqslant \int_{-\infty}^{+\infty}\left|v v_{x}\right| \mathrm{d} x=\int_{R}\left|v v_{x}\right| \mathrm{d} x .
$$

Then Cauchy-Schwarz inequality yields that

$$
\begin{aligned}
\int_{R} v^{4} \mathrm{~d} x & \leqslant \int_{R} v^{2}\left(\int_{R}\left|v v_{x}\right| \mathrm{d} x\right) \mathrm{d} x \leqslant \int_{R} v^{2} \mathrm{~d} x \int_{R}\left|v v_{x}\right| \mathrm{d} x \\
& \leqslant \int_{R} v^{2} \mathrm{~d} x\left(\int_{R} v^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\left(\int_{R} v_{x}^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& =\left(\int_{R} v_{x}^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\left(\int_{R} v^{2} \mathrm{~d} x\right)^{\frac{3}{2}}
\end{aligned}
$$

which completes the proof.
Remark 2.6. Indeed, inequality (2.5) can be regarded as a corollary of Ehrling-Browder's inequality by taking $j=0, N=1, p=4, m=1, \alpha=\frac{1}{4}, r=2$ and $q=2$ in (2.4). However, it is crucial in our analysis to figure out the constant $C$ in inequality (2.4). Therefore, we exhibit the proof here to identify this constant with 1 in lemma 2.4.

Now we are in a position to give the a priori estimates as follows.
Lemma 2.7. Let $\alpha, \beta, \nu, \sigma, \epsilon$ and $C_{0}$ belong to the set of admissible parameters such that $v<\frac{4 \sqrt{\alpha \beta(1-\beta)(\sigma-\alpha)}}{\sigma}$. Assume that $(\psi(t, x) \theta(t, x))$ is a solution to (1.1), (1.2) obtained in theorem 2.1 with initial data $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right)$, satisfying

$$
\begin{equation*}
\left[\int_{R}\left(\psi_{0}^{2}(x)+C_{0} \theta^{2}(x)\right) \mathrm{d} x\right]^{2} \leqslant \frac{4 l \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}}{C_{0}} \tag{2.6}
\end{equation*}
$$

for any $\epsilon^{\prime} \in(0,2-\epsilon)$ and $\epsilon^{\prime \prime} \in\left(0,2 \beta C_{0}-\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)}\right)$; then there exists a constant $C$ dependent on initial data and the parameters $\alpha, \beta, \sigma$ and $\nu$ such that

$$
\begin{equation*}
\|(\psi(t, x), \theta(t, x))\|_{H^{1}\left(R, R^{2}\right)}^{2} \leqslant C \mathrm{e}^{-l t} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
l=\min \left\{(2-\epsilon)(\sigma-\alpha), 2\left(1-\beta-\frac{v^{2}}{2 \epsilon \alpha}\right)\right\} \tag{2.8}
\end{equation*}
$$

Proof. Multiplying the first equation of (1.1) by $2 \psi$ and the second equation of (1.1) by $2 C_{0} \theta$ and integrating the resulting identity with respect to $x$ over $R$, we get by the use of integration by parts with Cauchy-Schwarz inequality

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{R}\left(\psi^{2}+\right. & \left.C_{0} \theta^{2}\right) \mathrm{d} x+2(\sigma-\alpha) \int_{R} \psi^{2} \mathrm{~d} x+2(1-\beta) C_{0} \int_{R} \theta^{2} \mathrm{~d} x \\
& +2 \alpha \int_{R} \psi_{x}^{2} \mathrm{~d} x+2 \beta C_{0} \int_{R} \theta_{x}^{2} \mathrm{~d} x \\
= & -2 \sigma \int_{R} \psi \theta_{x} \mathrm{~d} x+2 v C_{0} \int_{R} \theta \psi_{x} \mathrm{~d} x+2 C_{0} \int_{R} \theta(\psi \theta)_{x} \mathrm{~d} x \\
= & -2 \sigma \int_{R} \psi \theta_{x} \mathrm{~d} x+2 v C_{0} \int_{R} \theta \psi_{x} \mathrm{~d} x+C_{0} \int_{R} \psi_{x} \theta^{2} \mathrm{~d} x \\
\leqslant & \epsilon(\sigma-\alpha) \int_{R} \psi^{2} \mathrm{~d} x+\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)} \int_{R} \theta_{x}^{2} \mathrm{~d} x+\epsilon \alpha \int_{R} \psi_{x}^{2} \mathrm{~d} x+\frac{v^{2} C_{0}^{2}}{\epsilon \alpha} \int_{R} \theta^{2} \mathrm{~d} x \\
& +\alpha \epsilon^{\prime} \int_{R} \psi_{x}^{2}+\frac{C_{0}^{2}}{\alpha \epsilon^{\prime}} \int_{R} \theta^{4} \mathrm{~d} x \tag{2.9}
\end{align*}
$$

where $\epsilon^{\prime}$ is a constant valued between 0 and $2-\epsilon$.
We rearrange the terms in (2.9) to obtain from inequality (2.5) that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{R}\left(\psi^{2}+\right. & \left.C_{0} \theta^{2}\right) \mathrm{d} x+(2-\epsilon)(\sigma-\alpha) \int_{R} \psi^{2} \mathrm{~d} x+2\left(1-\beta-\frac{\nu^{2} C_{0}}{\epsilon \alpha}\right) C_{0} \int_{R} \theta^{2} \mathrm{~d} x \\
& +\left(2-\epsilon-\epsilon^{\prime}\right) \alpha \int_{R} \psi_{x}^{2} \mathrm{~d} x+\left(2 \beta C_{0}-\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)}\right) \int_{R} \theta_{x}^{2} \mathrm{~d} x \\
\leqslant & \frac{C_{0}^{2}}{\alpha \epsilon^{\prime}} \int_{R} \theta^{4} \mathrm{~d} x \leqslant \frac{C_{0}^{2}}{\alpha \epsilon^{\prime}}\left\|\theta_{x}\right\|_{L^{2}(R)}\|\theta\|_{L^{2}(R)}^{3} \\
\leqslant & \epsilon^{\prime \prime} \int_{R} \theta_{x}^{2} \mathrm{~d} x+\frac{C_{0}^{4}}{4 \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}}\left(\int_{R} \theta(t, x)^{2} \mathrm{~d} x\right)^{3} \tag{2.10}
\end{align*}
$$

Here we have applied the Young inequality in the last inequality and $\epsilon^{\prime \prime}$ is a constant such that $\epsilon^{\prime \prime} \in\left(0,2 \beta C_{0}-\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)}\right)$.

Defining $L=2 \beta C_{0}-\frac{\sigma^{2}}{\epsilon(\sigma-\alpha)}-\epsilon^{\prime \prime}>0$ and shuffling the terms in (2.10), together with the definition of $l$, we end up with

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{R}\left(\psi^{2}(t, x)+C_{0} \theta^{2}(t, x)\right) \mathrm{d} x+l \int_{R}\left(\psi^{2}(t, x)+C_{0} \theta^{2}(t, x)\right) \mathrm{d} x \\
& +L \int_{R}\left(\psi_{x}^{2}(t, x)+C_{0} \theta_{x}^{2}(t, x)\right) \mathrm{d} x \leqslant \frac{C_{0}^{4}}{4 l \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}}\left(\int_{R} \theta(t, x)^{2} \mathrm{~d} x\right)^{3} \tag{2.11}
\end{align*}
$$

To derive (2.7), we define $W(t)=\int_{R} \mathrm{e}^{l t}\left(\psi^{2}(t, x)+C_{0} \theta^{2}(t, x)\right) \mathrm{d} x$, and take the derivative with respect to $t$. Then we obtain the following inequality from (2.11):

$$
\frac{\mathrm{d}}{\mathrm{~d} t} W(t) \leqslant \frac{C_{0} \mathrm{e}^{-2 l t}}{4 \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}} W^{3}(t)
$$

That is,

$$
\begin{equation*}
\frac{\mathrm{d} W(t)}{W^{3}(t)} \leqslant \frac{C_{0}}{4 \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}} \mathrm{e}^{-2 l t} \mathrm{~d} t . \tag{2.12}
\end{equation*}
$$

Integration of (2.12) with respect to $t$ over [0, $t$ ] yields

$$
\begin{equation*}
\frac{1}{W^{2}(t)} \geqslant \frac{1}{W^{2}(0)}-\frac{C_{0}}{4 l \alpha^{2} \epsilon^{\prime 2} \epsilon^{\prime \prime}} \tag{2.13}
\end{equation*}
$$

Noting that $W(0)=\int_{R}\left(\psi_{0}^{2}(x)+\theta_{0}^{2}(x)\right) \mathrm{d} x$ and the assumption on initial data (2.6), we know from (2.13) that $W(t)$ is bounded. That is, there exists a constant $C$ depending on $\alpha, C_{0}, l, \epsilon^{\prime}, \epsilon^{\prime \prime}$ and initial data, such that $W(t)=\mathrm{e}^{l t} \int_{R}\left(\psi^{2}(t, x)+C_{0} \theta^{2}(t, x)\right) \mathrm{d} x<C$, which implies that

$$
\begin{equation*}
\int_{R}\left(\psi^{2}(t, x)+C_{0} \theta^{2}(t, x)\right) \mathrm{d} x \leqslant C \mathrm{e}^{-l t} . \tag{2.14}
\end{equation*}
$$

We therefore have $\left(\int_{R} \theta(t, x)^{2} \mathrm{~d} x\right)^{3} \leqslant C \mathrm{e}^{-3 / t}$. Substituting this into (2.10) and integrating the resulting inequality with respect to $t$, we obtain the following estimates:

$$
\begin{equation*}
\int_{0}^{t} \int_{R}\left(\psi^{2}(t, x)+\psi_{x}^{2}(t, x)+\theta^{2}(t, x)+\theta_{x}^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t \leqslant C\left(1+\left\|\left(\psi_{0}(x), \theta_{0}(x)\right)\right\|_{L^{2}\left(R, R^{2}\right)}\right) \tag{2.15}
\end{equation*}
$$

To derive the desired estimate (2.7), we need to deduce the decay rate on the first-order derivative of solutions. Towards this end, we multiply the first equation of (1.1) by $\left(-2 \psi_{x x}\right)$ and the second equation by $\left(-2 \theta_{x x}\right)$, and add the resulting equations together. After all these, we take integration with respect to $x$ over $R$ and obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{R}\left(\psi_{x}^{2}+\right. & \left.\theta_{x}^{2}\right) \mathrm{d} x+2(\sigma-\alpha) \int_{R} \psi_{x}^{2} \mathrm{~d} x+2(1-\beta) \int_{R} \theta_{x}^{2} \mathrm{~d} x+2 \alpha \int_{R} \psi_{x x}^{2} \mathrm{~d} x+2 \beta \int_{R} \theta_{x x}^{2} \mathrm{~d} x \\
= & 2 \sigma \int_{R} \psi_{x x} \theta_{x} \mathrm{~d} x-2 v \int_{R} \psi_{x} \theta_{x x} \mathrm{~d} x-2 \int_{R} \theta_{x x}^{2}(\psi \theta)_{x} \mathrm{~d} x \\
\leqslant & \alpha \int_{R} \psi_{x x}^{2} \mathrm{~d} x+\frac{\sigma^{2}}{\alpha} \int_{R} \theta_{x}^{2} \mathrm{~d} x+\frac{\beta}{2} \int_{R} \theta_{x x}^{2} \mathrm{~d} x+\frac{2 v^{2}}{\beta} \int_{R} \psi_{x}^{2} \mathrm{~d} x \\
& +\frac{\beta}{2} \int_{R} \theta_{x x}^{2} \mathrm{~d} x+\frac{2}{\beta} \int_{R}\left(\psi_{x} \theta+\psi \theta_{x}\right)^{2} \mathrm{~d} x \\
\leqslant & \alpha \int_{R} \psi_{x x}^{2} \mathrm{~d} x+\frac{\sigma^{2}}{\alpha} \int_{R} \theta_{x}^{2} \mathrm{~d} x+\beta \int_{R} \theta_{x x}^{2} \mathrm{~d} x+\frac{2 v^{2}}{\beta} \int_{R} \psi_{x}^{2} \mathrm{~d} x \\
& +\frac{4}{\beta}\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{R} \theta_{x}^{2} \mathrm{~d} x+\frac{4}{\beta}\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{R} \psi_{x}^{2} \mathrm{~d} x . \tag{2.16}
\end{align*}
$$

We shuffle the terms in (2.16) and integrate the resulting inequality with respect to $t$ over $[0, t]$ to get

$$
\begin{array}{rl}
\int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} & x+2(\sigma-\alpha) \int_{0}^{t} \int_{R} \psi_{x}^{2} \mathrm{~d} x \mathrm{~d} t+2(1-\beta) \int_{0}^{t} \int_{R} \theta_{x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\alpha \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+\beta \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \\
\leqslant & \left\|\psi_{x}(0, x), \theta_{x}(0, x)\right\|_{L^{2}\left(R, R^{2}\right)}+\frac{\sigma^{2}}{\alpha} \int_{0}^{t} \int_{R} \theta_{x}^{2} \mathrm{~d} x \mathrm{~d} t+\frac{2 v^{2}}{\beta} \int_{0}^{t} \int_{R} \psi_{x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{4}{\beta}\left(\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right) \int_{0}^{t} \int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} x \mathrm{~d} t \tag{2.17}
\end{array}
$$

The combination of (2.17) with (2.15) results in that

$$
\begin{align*}
& \int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} x+2(\sigma-\alpha) \int_{0}^{t} \int_{R} \psi_{x}^{2} \mathrm{~d} x \mathrm{~d} t+2(1-\beta) \int_{0}^{t} \int_{R} \theta_{x}^{2} \mathrm{~d} x \mathrm{~d} t \\
&+\alpha \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+\beta \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leqslant C\left[1+\|\psi(t, x)\|_{L^{\infty}([0, \infty] \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty] \times R)}^{2}\right] \tag{2.18}
\end{align*}
$$

To obtain the desired estimates, we need to prove that the terms on the right-hand side of (2.18) are bounded. Towards this end, we make the term on the left-hand side smaller and arrive at $\int_{R}\left(\psi_{x}^{2}(t, x)+\theta_{x}^{2}(t, x)\right) \mathrm{d} x \leqslant C\left[1+\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right]$,
where the constant $C$ depends on the parameters $\alpha, \beta, \sigma$ and $\nu$. Applying the Hölder inequality, and taking (2.14) into consideration, one deduces that from the above inequality

$$
\begin{aligned}
\psi^{2}(t, x)+\theta^{2}(t, x) & =\int_{-\infty}^{x}\left(\psi^{2}(t, \xi)+\theta^{2}(t, \xi)_{\xi} \mathrm{d} \xi\right. \\
& \leqslant 2\|\psi(t, x)\|_{L^{2}(R)}\left\|\psi_{x}(t, x)\right\|_{L^{2}(R)}+2\|\theta(t, x)\|_{L^{2}(R)}\left\|\theta_{x}(t, x)\right\|_{L^{2}(R)} \\
& \leqslant C\left[1+\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right]^{\frac{1}{2}}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \\
& \quad \leqslant C\left[1+\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right]^{\frac{1}{2}}
\end{aligned}
$$

Solving this inequality gives

$$
\begin{equation*}
\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \leqslant C . \tag{2.19}
\end{equation*}
$$

Applying (2.19) in (2.18) yields that

$$
\begin{gather*}
\int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} x+2(\sigma-\alpha) \int_{0}^{t} \int_{R} \psi_{x}^{2} \mathrm{~d} x \mathrm{~d} t+2(1-\beta) \int_{0}^{t} \int_{R} \theta_{x}^{2} \mathrm{~d} x \mathrm{~d} t \\
+\alpha \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+\beta \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \tag{2.20}
\end{gather*}
$$

With definition $l$ of (2.8), it is straightforward to deduce that
$\int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} x+l \int_{0}^{t} \int_{R}\left(\psi_{x}^{2}+\theta_{x}^{2}\right) \mathrm{d} x \mathrm{~d} t+\alpha \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+\beta \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C$.

Utilizing Gronwall's inequality in (2.21) we get

$$
\begin{equation*}
\int_{R}\left(\psi_{x}^{2}(t, x)+\theta_{x}^{2}(t, x)\right) \mathrm{d} x \leqslant C \mathrm{e}^{-l t} \tag{2.22}
\end{equation*}
$$

Thus the combination of (2.14) and (2.22) gives (2.7) which completes the proof.
Based on the local existence theorem and the a priori estimates, we obtain the following global existence theorem with decay estimates.

Theorem 2.8. Let the assumptions hold in theorem 2.7. Then there exists a unique global-in-time solution $(\psi, \theta) \in H^{1}\left([0, \infty) \times R, R^{2}\right)$ to system (1.1) such that the solution decays exponentially in $H^{1}$-norm in the form

$$
\begin{equation*}
\|\left(\psi(t, x), \theta(t, x) \|_{H^{1}\left(R, R^{2}\right)}^{2} \leqslant C \mathrm{e}^{-l t}\right. \tag{2.23}
\end{equation*}
$$

An easy but useful observation is that the decay order of the solution in (2.23) will hold for any order derivative of the solution if the corresponding higher order derivative of initial data is in $H^{1}\left(R, R^{2}\right)$. To justify this, we only need to show that the exponential decay order holds for second-order derivative of the solution and higher order can be derived likewise. Indeed, we differentiate system (1.1) twice with respect to $x$, multiply them with $2 \psi_{x x}$ and $2 \theta_{x x}$, respectively, and add the resulting equation together. After these procedures, we take integration with respect to $x$ over $R$ and reach

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{R}\left(\psi_{x x}^{2}+\right. & \left.\theta_{x x}^{2}\right) \mathrm{d} x+2(\sigma-\alpha) \int_{R} \psi_{x x}^{2} \mathrm{~d} x+2(1-\beta) \int_{R} \theta_{x x}^{2} \mathrm{~d} x \\
& +2 \alpha \int_{R} \psi_{x x x}^{2} \mathrm{~d} x+2 \beta \int_{R} \theta_{x x x}^{2} \mathrm{~d} x \\
= & -2 \sigma \int_{R} \psi_{x x} \theta_{x x x} \mathrm{~d} x+2 v \int_{R} \psi_{x x x} \theta_{x x} \mathrm{~d} x+2 \int_{R} \theta_{x x}(\psi \theta)_{x x x} \mathrm{~d} x \\
= & -2 \sigma \int_{R} \psi_{x x} \theta_{x x x} \mathrm{~d} x+2 v \int_{R} \psi_{x x x} \theta_{x x} \mathrm{~d} x-2 \int_{R} \theta_{x x x}(\psi \theta)_{x x} \mathrm{~d} x \\
\leqslant & \frac{\beta}{2} \int_{R} \theta_{x x x}^{2} \mathrm{~d} x+\frac{2 \sigma^{2}}{\beta} \int_{R} \psi_{x x}^{2} \mathrm{~d} x+\alpha \int_{R} \psi_{x x x}^{2} \mathrm{~d} x+\frac{v^{2}}{\alpha} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \\
& +\frac{\beta}{2} \int_{R} \theta_{x x x}^{2} \mathrm{~d} x+\frac{2}{\beta} \int_{R}\left[(\psi \theta)_{x x}\right]^{2} \mathrm{~d} x . \tag{2.24}
\end{align*}
$$

Note that it is easy to derive by the Cauchy-Schwarz inequality that

$$
\begin{align*}
\int_{R}\left[(\psi \theta)_{x x}\right]^{2} \mathrm{~d} x & \leqslant C \int_{R}\left[\left(\psi_{x x} \theta\right)^{2}+\left(2 \psi_{x} \theta_{x}\right)^{2}+\left(\psi \theta_{x x}\right)^{2}\right] \mathrm{d} x \\
\leqslant & C\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{R} \theta_{x x}^{2} \mathrm{~d} x+C\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \\
& +C\left\|\theta_{x}(t, x)\right\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{R} \psi_{x}^{2} \mathrm{~d} x \tag{2.25}
\end{align*}
$$

The substitution of (2.25) into (2.24) and integration with respect to $t$ over [ $0, t$ ] give

$$
\begin{align*}
\int_{0}^{t} \int_{R}\left(\psi_{x x}^{2}+\right. & \left.\theta_{x x}^{2}\right) \mathrm{d} x \mathrm{~d} t+2(\sigma-\alpha) \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+2(1-\beta) \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\alpha \int_{0}^{t} \int_{R} \psi_{x x x}^{2} \mathrm{~d} x \mathrm{~d} t+\beta \int_{0}^{t} \int_{R} \theta_{x x x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C_{1}+\frac{2 \sigma^{2}}{\beta} \int_{0}^{t} \int_{R} \psi_{x x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& +\frac{v^{2}}{\alpha} \int_{0}^{t} \int_{R} \theta_{x x}^{2} \mathrm{~d} x \mathrm{~d} t+C\left\|\theta_{x}(t, x)\right\|_{L^{\infty}([0, \infty) \times R)}^{2} \int_{0}^{t} \int_{R} \psi_{x}^{2} \mathrm{~d} x \mathrm{~d} t \\
& +C\left\{\|\psi(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right\} \int_{0}^{t} \int_{R}\left(\psi_{x x}^{2}+\theta_{x x}^{2}\right) \mathrm{d} x \mathrm{~d} t \tag{2.26}
\end{align*}
$$

where the constant $C_{1}$ is dependent of initial data of the second-order derivative.
Taking (2.15) and (2.20) into consideration, and remembering the definition of $l$, we end up with the following inequality:

$$
\begin{align*}
\int_{R}\left(\psi_{x x}^{2}(t, x)\right. & \left.+\theta_{x x}^{2}(t, x)\right) \mathrm{d} x+l \int_{0}^{t} \int_{R}\left(\psi_{x x}^{2}(t, x)+\theta_{x x}^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t \\
& +(\alpha+\beta) \int_{0}^{t} \int_{R}\left(\psi_{x x x}^{2}(t, x)+\theta_{x x x}^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t \\
\leqslant & C\left[1+\|\psi(t, x)\|_{L^{\infty}([0, \infty), R)}^{2}+\|\theta(t, x)\|_{L^{\infty}([0, \infty) \times R)}^{2}\right] . \tag{2.27}
\end{align*}
$$

Here the constant $C$ depends on the parameters $\alpha, \beta, \sigma, \nu$ and initial data.

Performing the same argument as in the proof of lemma 2.7, it is easy to derive that

$$
\begin{equation*}
\left\|\psi_{x}(t, x)\right\|_{L^{\infty}([0, \infty) \times R)}^{2}+\left\|\theta_{x}(t, x)\right\|_{L^{\infty}([0, \infty) \times R)}^{2} \leqslant C . \tag{2.28}
\end{equation*}
$$

Applying (2.28) in (2.27) gives

$$
\begin{align*}
\int_{R}\left(\psi_{x x}^{2}(t, x)\right. & \left.+\theta_{x x}^{2}(t, x)\right) \mathrm{d} x+l \int_{0}^{t} \int_{R}\left(\psi_{x x}^{2}(t, x)+\theta_{x x}^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t \\
& +(\alpha+\beta) \int_{0}^{t} \int_{R}\left(\psi_{x x x}^{2}(t, x)+\theta_{x x x}^{2}(t, x)\right) \mathrm{d} x \mathrm{~d} t \leqslant C \tag{2.29}
\end{align*}
$$

Again, the application of Gronwall's inequality in (2.29) leads to the decay rate for the second-order estimate

$$
\int_{R}\left(\psi_{x x}^{2}(t, x)+\theta_{x x}^{2}(t, x)\right) \mathrm{d} x \leqslant C \mathrm{e}^{-l t}
$$

Taking the same procedure to higher order term, we obtain the following lemma.
Lemma 2.9. Let $(\psi, \theta)$ be the solution to system (1.1). Then for $k=0,1,2, \ldots$, it follows that

$$
\begin{equation*}
\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{2}\left(R, R^{2}\right)}^{2} \leqslant C \mathrm{e}^{-l t} \tag{2.30}
\end{equation*}
$$

## 3. Linear analysis

In this and next section, we are devoted to examining the optimal decay estimates of the solution to the special case of system (1.1) where $\alpha=\beta$ and $\sigma=1$, which reads

$$
\left\{\begin{array}{l}
\psi_{t}=-(1-\alpha) \psi-\theta_{x}+\alpha \psi_{x x}  \tag{3.1}\\
\theta_{t}=-(1-\alpha) \theta+v \psi_{x}+(\psi \theta)_{x}+\alpha \theta_{x x}
\end{array}\right.
$$

with initial data

$$
\begin{equation*}
(\psi(0, x), \theta(0, x))=\left(\psi_{0}(x), \theta_{0}(x)\right) \tag{3.2}
\end{equation*}
$$

where $\alpha$ and $\nu$ are positive constants such that $\alpha<1, \nu<4 \alpha(1-\alpha)$.
In order to examine the optimal decay estimates of the solution to system (3.1), we need to first investigate the decay order of the solution to its corresponding linearized system which takes the form

$$
\left\{\begin{array}{l}
\psi_{t}=-(1-\alpha) \psi-\theta_{x}+\alpha \psi_{x x},  \tag{3.3}\\
\theta_{t}=-(1-\alpha) \theta+\nu \psi_{x}+\alpha \theta_{x x}
\end{array}\right.
$$

Performing the Fourier transform to (3.3), we convert (3.3) into the following ordinary differential equations (ODEs):

$$
\binom{\hat{\psi}}{\hat{\theta}}_{t}=-\left(\begin{array}{cc}
1-\alpha+\alpha \xi^{2} & \mathrm{i} \xi  \tag{3.4}\\
-\mathrm{i} \nu \xi & 1-\alpha+\alpha \xi^{2}
\end{array}\right)\binom{\hat{\psi}}{\hat{\theta}}
$$

with initial data

$$
\begin{equation*}
(\hat{\psi}(0, x), \hat{\theta}(0, x))=\left(\hat{\psi}_{0}(x), \hat{\theta}_{0}(x)\right) \tag{3.5}
\end{equation*}
$$

where $\hat{\psi}$ and $\hat{\theta}$ denote the Fourier transform with the frequency $\xi$. It is easy to calculate the
eigenvalue $\lambda$ of coefficient matrix taking values $\lambda=-\left(1-\alpha+\alpha \xi^{2}\right) \pm \sqrt{\nu} \xi$. Consequently, the solution of (3.4) and (3.5) is given by

$$
\left\{\begin{array}{l}
\hat{\psi}=\frac{\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right) t}}{2 \mathrm{i} \sqrt{\nu}}\left[\mathrm{e}^{\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}+\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)-\mathrm{e}^{-\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}-\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)\right], \\
\hat{\theta}=\frac{\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right) t}}{2}\left[\mathrm{e}^{-\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}-\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)+\mathrm{e}^{\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}+\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)\right]
\end{array}\right.
$$

Thus, the inverse of Fourier transform gives the solution of (3.4) and (3.5) explicitly as follows:

$$
\left\{\begin{array}{l}
\psi(t, x)=\frac{1}{2 \mathrm{i} \sqrt{v}}\left[K_{-}(t, x) *\left(\theta_{0}+\mathrm{i} \sqrt{v} \psi_{0}\right)-K_{+}(t, x) *\left(\theta_{0}-\mathrm{i} \sqrt{v} \psi_{0}\right)\right]  \tag{3.6}\\
\theta(t, x)=\frac{1}{2}\left[K_{+}(t, x) *\left(\theta_{0}-\mathrm{i} \sqrt{v} \psi_{0}\right)+K_{-}(t, x) *\left(\theta_{0}+\mathrm{i} \sqrt{v} \psi_{0}\right)\right]
\end{array}\right.
$$

where the kernel function $K_{ \pm}(t, x)$ is given by

$$
\begin{align*}
K_{ \pm}(t, x) & =\mathcal{F}^{-1}\left[\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2} \pm \sqrt{v} \xi\right) t}\right]=\mathrm{e}^{-(1-\alpha) t} \mathcal{F}^{-1}\left[\mathrm{e}^{-\alpha \xi^{2} t \mp \sqrt{v} \xi t}\right] \\
& =\frac{1}{\sqrt{4 \pi \alpha t}} \exp \left(-\left(1-\alpha-\frac{v}{4 \alpha}\right) t\right) \exp \left(\mp \frac{\mathrm{i} \sqrt{v}}{2 \alpha} x\right) \exp \left(-\frac{x^{2}}{4 \alpha t}\right) \tag{3.7}
\end{align*}
$$

Here $\mathcal{F}^{-1}$ means the inverse Fourier transform.
From the explicit expression of the solution (3.6) and kernel function $K_{ \pm}(t, x)$ in (3.7), we observe that system (3.1) is stable if and only if $v<4 \alpha(1-\alpha)$. Moreover, when $p \in[1,+\infty]$ and $t \rightarrow+\infty$, it follows that

$$
\begin{aligned}
\left\|K_{ \pm}(t, x)\right\|_{L^{p}(R)} & =\left\|\frac{1}{\sqrt{4 \pi \alpha t}} \exp \left(-\left(1-\alpha-\frac{v}{4 \alpha}\right) t\right) \exp \left(-\frac{x^{2}}{4 \alpha t}\right)\right\|_{L^{p}(R)} \\
& =\mathrm{O}(1) t^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}\left\|\exp \left(-\frac{x^{2}}{4 \alpha t}\right)\right\|_{L^{p}(R)} \\
& =\mathrm{O}(1) t^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}
\end{aligned}
$$

Hence, it is straightforward to derive that

$$
\begin{aligned}
\left\|\frac{\partial}{\partial x} K_{ \pm}(t, x)\right\|_{L^{p}(R)}= & \| \frac{1}{\sqrt{4 \pi \alpha t}} \exp \left(-\left(1-\alpha-\frac{v}{4 \alpha}\right) t\right) \\
& \times\left(\mp \frac{\mathrm{i} \sqrt{v}}{2 \alpha} \exp \left\{-\frac{x^{2}}{4 \alpha t}\right\}+\frac{\partial}{\partial x} \exp \left\{-\frac{x^{2}}{4 \alpha t}\right\}\right) \|_{L^{p}(R)} \\
\leqslant & C t^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}+C t^{-1+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} \\
\leqslant & C t^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} .
\end{aligned}
$$

Actually, using mathematical induction, we may easily prove that the above optimal decay rate holds for $\left(\partial^{k} / \partial x^{k}\right) K_{ \pm}(t, x)$ for any $k \in \mathbb{N}$ and $p \in[1, \infty]$. That is,

$$
\begin{equation*}
\left\|\frac{\partial^{k}}{\partial x^{k}} K_{ \pm}(t, x)\right\|_{L^{p}(R)} \leqslant C t^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} . \tag{3.8}
\end{equation*}
$$

From the solution expression (3.6), we find that the decay rate of the solution of (3.1), (3.2) is indicated by the decay rates of $K_{ \pm}(t, x)$. Namely, (3.8) holds for the solution $(\psi(t, x), \theta(t, x))$ of (3.1) as well. We summarize in the following theorem.

Theorem 3.1. Suppose that $\left(\psi_{0}, \theta_{0}\right) \in L^{1}\left(R, R^{2}\right) \cap L^{p}\left(R, R^{2}\right)$; then there exists a unique smooth solution $(\psi(t, x), \theta(t, x))$ to system (3.1), (3.2), which decays if and only if $v<4 \alpha(1-\alpha)$. Moreover, for any $k \in \mathbb{N}$ and $p \in[1, \infty]$, the following decay rate is optimal:

$$
\left\|\frac{\partial^{k}}{\partial x^{k}}(u(t, x), v(t, x))\right\|_{L^{p}\left(R, R^{2}\right)} \leqslant C(1+t)^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} .
$$

## 4. Optimal decay estimates

In this section, we are devoted to proving that the solution of nonlinear system (3.1) has the same decay rate as that of the corresponding linearized system (3.2). That is, the solutions of system (3.1) decay with the optimal decay order. The main result is given in the following theorem.

Theorem 4.1. Assume that $v<4 \alpha(1-\alpha)$ and $\left(\psi_{0}, \theta_{0}\right) \in H^{1}\left(R, R^{2}\right) \cap L^{1}\left(R, R^{2}\right)$. Then for any $k \in \mathbb{N}$ and $p$ with $1 \leqslant p \leqslant \infty$, the solutions of (3.1), (3.2) decay with the following optimal decay order:

$$
\begin{equation*}
\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, \cdot), \theta(t, \cdot))\right\|_{L^{p}\left(R, R^{2}\right)} \leqslant C(1+t)^{-\frac{1}{2}+\frac{1}{2 p}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} \tag{4.1}
\end{equation*}
$$

where the constant $C$ depends on $\alpha, v, k$ and initial data.
To prove theorem 4.1, we need the following lemmas which will be essentially applied in this section.

Lemma 4.2. For any $k \in \mathbb{N}$, there exists a constant $C$, such that the solution of (3.1), (3.2) satisfies

$$
\begin{equation*}
\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{\infty}\left(R, R^{2}\right)} \leqslant C \mathrm{e}^{-l t / 2} \tag{4.2}
\end{equation*}
$$

Proof. By the Sobolev inequality $\|u\|_{L^{\infty}(R)} \leqslant\|u\|_{L^{2}(R)}^{\frac{1}{2}}\left\|u_{x}\right\|_{L^{2}(R)}^{\frac{1}{2}}$, inequality (4.1) follows directly from inequality (2.30).

Lemma 4.3. Let $\gamma$ and $\eta$ be positive numbers, $t>0$. Then it holds that

$$
\int_{0}^{t}(1+t-s)^{-\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s \leqslant C(1+t)^{-\gamma}
$$

Proof. Dividing the integral $\int_{0}^{t}(1+t-s)^{-\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s$ by $(1+t)^{-\gamma}$, we derive that

$$
\begin{aligned}
\frac{\int_{0}^{t}(1+t-s)^{-\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s}{(1+t)^{-\gamma}} & =\int_{0}^{t}\left(\frac{1+t-s}{1+t}\right)^{-\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s \\
& =\int_{0}^{t}\left(1+\frac{s}{1+t-s}\right)^{\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s \\
& \leqslant \int_{0}^{t}(1+s)^{\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s
\end{aligned}
$$

which ends the proof with the fact that the integral $\int_{0}^{t}(1+s)^{\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s$ is bounded by $\int_{0}^{\infty}(1+s)^{\gamma} \mathrm{e}^{-\eta s} \mathrm{~d} s$.

Lemma 4.4 (convolution inequality). $B y *$ denote the convolution. If $u \in L^{p}(R)$ and $v \in L^{q}(R)$, then $u * v \in L^{r}(R)$, where $\frac{1}{r}=\frac{1}{p}+\frac{1}{q}-1,1 \leqslant p, q \leqslant \infty$, and

$$
\|u * v\|_{L^{r}(R)} \leqslant\|u\|_{L^{p}(R)}\|v\|_{L^{q}(R)} .
$$

In particular, it follows that

$$
\|u * v\|_{L^{\infty}(R)} \leqslant\|u\|_{L^{\infty}(R)}\|v\|_{L^{1}(R)} ;
$$

and

$$
\|u * v\|_{L^{1}(R)} \leqslant\|u\|_{L^{1}(R)}\|v\|_{L^{1}(R)}
$$

The following Gronwall's inequality is devised for the optimal decay rates. The proof may be conducted by standard approach and details are omitted.

Lemma 4.5. Assume that the non-negative function $g(t)$ satisfies

$$
g(t) \leqslant M_{1}(1+t)^{-\mu} \mathrm{e}^{-r t}+M_{2} \int_{0}^{t} \mathrm{e}^{-\delta s} g(s) \mathrm{d} s,
$$

with non-negative constants $M_{1}, M_{2}, \mu, r$ and $\delta$. Then it follows that

$$
\begin{aligned}
g(t) & \leqslant M_{1}(1+t)^{-\mu} \mathrm{e}^{-r t} \exp \left[M_{2} \int_{0}^{\infty} \mathrm{e}^{-\delta s} \mathrm{~d} s\right] \\
& \leqslant C(1+t)^{-\mu} \mathrm{e}^{-r t}
\end{aligned}
$$

With the above lemmas in hand, we are in a position to prove theorem 4.1.
Proof of theorem 4.1. We plan to use the interpolation to get the $L^{p}$-estimate of the solution under the $L^{1}$-estimate and $L^{\infty}$-estimate. We break the proof into three steps. In step 1, we give the $L^{1}$-estimate. In step 2 , the $L^{\infty}$-estimate is derived. In step 3, we deduce the $L^{p}$-estimate. Next, we perform these three steps respectively.

Step 1 ( $L^{1}$-estimate). First, taking the Fourier transform to (3.1) with the initial data $\left(\psi_{0}(x), \theta_{0}(x)\right)$ to get an ordinary differential equation system, then solving this ODE directly using standard approach, we arrive at the following solution representation:

$$
\begin{aligned}
\hat{\psi}(t, x)= & \frac{\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right) t}}{2 \mathrm{i} \sqrt{\nu}}\left[\mathrm{e}^{\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}+\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)-\mathrm{e}^{-\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}-\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)\right] \\
& \quad+\frac{1}{2 \mathrm{i} \sqrt{\nu}} \int_{0}^{t}\left[\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right)(t-s)}\left\{\mathrm{e}^{\sqrt{\nu} \xi(t-s)}-\mathrm{e}^{-\sqrt{\nu} \xi(t-s)}\right\} \widehat{(\psi \theta)_{x}}\right] \mathrm{d} s
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{\theta}(t, x)= & \frac{\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right) t}}{2}\left[\mathrm{e}^{\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}+\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)-\mathrm{e}^{-\sqrt{\nu} \xi t}\left(\hat{\theta}_{0}-\mathrm{i} \sqrt{\nu} \hat{\psi}_{0}\right)\right] \\
& +\frac{1}{2} \int_{0}^{t}\left[\mathrm{e}^{-\left(1-\alpha+\alpha \xi^{2}\right)(t-s)}\left\{\mathrm{e}^{\sqrt{\nu} \xi(t-s)}+\mathrm{e}^{-\sqrt{\nu} \xi(t-s)}\right\} \widehat{(\psi \theta)_{x}}\right] \mathrm{d} s .
\end{aligned}
$$

Taking the inverse Fourier transform to these two identities, we get the solution implicitly reading

$$
\begin{align*}
\psi(t, x)=\frac{1}{2 \mathrm{i} \sqrt{v}} & {\left[K_{-}(t, x) *\left(\theta_{0}+\mathrm{i} \sqrt{v} \psi_{0}\right)-K_{+}(t, x) *\left(\theta_{0}-\mathrm{i} \sqrt{v} \psi_{0}\right)\right] } \\
& +\frac{1}{2 \mathrm{i} \sqrt{v}} \int_{0}^{t}\left[K_{-}(t-s, x)-K_{+}(t-s, x)\right] *(\psi(s, x) \theta(s, x))_{x} \mathrm{~d} s \tag{4.3}
\end{align*}
$$

and

$$
\begin{align*}
\psi(t, x)=\frac{1}{2}[ & \left.K_{-}(t, x) *\left(\theta_{0}+\mathrm{i} \sqrt{v} \psi_{0}\right)+K_{+}(t, x) *\left(\theta_{0}-\mathrm{i} \sqrt{v} \psi_{0}\right)\right] \\
& +\frac{1}{2} \int_{0}^{t}\left[K_{-}(t-s, x)+K_{+}(t-s, x)\right] *(\psi(s, x) \theta(s, x))_{x} \mathrm{~d} s \tag{4.4}
\end{align*}
$$

Applying (4.2), making use of convolution inequality and Jensen's inequality, we derive that

$$
\begin{align*}
\| \frac{\partial^{m}}{\partial x^{m}}(\psi(t, x), & \theta(t, x)) \|_{L^{1}\left(R, R^{2}\right)} \\
\leqslant & C\left\|\frac{\partial^{m}}{\partial x^{m}}\left(K_{+}(t, x), K_{-}(t, x)\right)\right\|_{L^{1}\left(R, R^{2}\right)}\left\|\left(\psi_{0}(x), \theta_{0}(x)\right)\right\|_{L^{1}\left(R, R^{2}\right)} \\
& +C \int_{0}^{t}\left\|\frac{\partial}{\partial x}\left(K_{+}(t-s, x), K_{-}(t-s, x)\right)\right\|_{L^{1}\left(R, R^{2}\right)} \\
& \times\left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(s, x) \theta(s, x))\right\|_{L^{1}\left(R, R^{2}\right)} \mathrm{d} s \\
\leqslant & C \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}+C \int_{0}^{t} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)} \mathrm{e}^{-2 a / s} \sum_{j=0}^{m}\left\|\frac{\partial^{j} \theta(s, x)}{\partial x^{j}}\right\|_{L^{1}(R)} \mathrm{d} s \tag{4.5}
\end{align*}
$$

Defining $Y(t)=\sum_{j=0}^{k}\left\|\frac{\partial^{j}}{\partial x^{j}}(\psi(t, x), \theta(t, x))\right\|_{L^{1}\left(R, R^{2}\right)}$ and summing (4.5) over $m=0, \ldots, k$ give us that

$$
Y(t) \leqslant C \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}+C \int_{0}^{t} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)} \mathrm{e}^{-2 a / s} Y(s) \mathrm{d} s
$$

The application of Gronwall inequality in the above inequality yields that

$$
Y(t) \leqslant C \mathrm{e}^{-\left(1-\alpha-\frac{\nu}{4 \alpha}\right) t} .
$$

This implies that for any $k \in \mathbb{N}$, it follows that

$$
\begin{equation*}
\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{1}\left(R, R^{2}\right)} \leqslant C_{k} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} \tag{4.6}
\end{equation*}
$$

Step $2\left(L^{\infty}\right.$-estimate). Notice that given any $U(t, x) \in L^{1}(R) \cap L^{\infty}(R)$ for fixed $t$, we derive from (3.8) by applying the convolution inequality

$$
\begin{aligned}
\left\|\frac{\partial^{k} K_{ \pm}(t-s, x)}{\partial x^{k}} * U(s, x)\right\|_{L^{\infty}(R)} & \leqslant\left\|\frac{\partial^{k} K_{ \pm}(t-s, x)}{\partial x^{k}}\right\|_{L^{\infty}(R)}\|U(s, x)\|_{L^{1}(R)} \\
& \leqslant C(t-s)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)}\|U(s, x)\|_{L^{1}(R)} .
\end{aligned}
$$

On the other hand, from (3.8), it holds that

$$
\begin{aligned}
\left\|\frac{\partial^{k} K_{ \pm}(t-s, x)}{\partial x^{k}} * U(s, x)\right\|_{L^{\infty}(R)} & \leqslant\left\|\frac{\partial^{k} K_{ \pm}(t-s, x)}{\partial x^{k}}\right\|_{L^{1}(R)}\|U(s, x)\|_{L^{\infty}(R)} \\
& \leqslant C \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)}\|U(s, x)\|_{L^{\infty}(R)} .
\end{aligned}
$$

Then the combination of the above two inequalities yields that

$$
\| \frac{\left\|\frac{\partial^{k} K_{ \pm}(t-s, x)}{\partial x^{k}} * U(s, x)\right\|_{L^{\infty}(R)}}{\quad \leqslant C(1+t-s)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)}\left[\|U(s, x)\|_{L^{1}(R)}+\|U(s, x)\|_{L^{\infty}(R)}\right]} .
$$

With the solution expressions (4.3) and (4.4), the $L^{\infty}$-estimates for any order of the derivatives can be estimated as follows:

$$
\begin{align*}
\| \frac{\partial^{m}}{\partial x^{m}}(\psi(t, x), & \theta(t, x)) \|_{L^{\infty}\left(R, R^{2}\right)} \\
\leqslant & C(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}\left(\left\|\left(\psi_{0}(x), \theta_{0}(x)\right)\right\|_{L^{\infty}}+\left\|\left(\psi_{0}(x), \theta_{0}(x)\right)\right\|_{L^{1}}\right) \\
& +C \int_{0}^{t}(1+t-s)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)}\left(\left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(s, x) \theta(s, x))\right\|_{L^{\infty}(R)}\right. \\
& \left.+\left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(s, x) \theta(s, x))\right\|_{L^{1}(R)}\right) \mathrm{d} s . \tag{4.7}
\end{align*}
$$

Moreover, we deduce from (4.1) and (4.6) that

$$
\begin{gather*}
\left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(s, x) \theta(s, x))\right\|_{L^{1}\left(R, R^{2}\right)}+\left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(s, x) \theta(s, x))\right\|_{L^{\infty}\left(R, R^{2}\right)} \\
\leqslant C_{m}\left[\mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) s}+\mathrm{e}^{-\frac{a}{2} s}\right] \sum_{j=1}^{m}\left\|\frac{\partial^{j} \psi(s, x)}{\partial x^{j}}\right\|_{L^{\infty}(R)} . \tag{4.8}
\end{gather*}
$$

Applying (4.8) in (4.7) we are led to

$$
\begin{align*}
& \left\|\frac{\partial^{m}}{\partial x^{m}}(\psi(t, x), \theta(t, x))\right\|_{L^{\infty}\left(R, R^{2}\right)} \leqslant C(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} \\
& \\
& +C \int_{0}^{t}(1+t-s)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)}  \tag{4.9}\\
&
\end{align*}
$$

If we sum (4.9) with respect to $m$ from 1 to $k$ and define

$$
\tilde{Y}(t)=\sum_{j=1}^{k}\left\|\frac{\partial^{j}}{\partial x^{j}}(\psi(t, x), \theta(t, x))\right\|_{L^{\infty}\left(R, R^{2}\right)}
$$

we arrive at

$$
\begin{align*}
& \tilde{Y}(t) \leqslant C(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}+C \int_{0}^{t}(1+t-s)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right)(t-s)} \\
& \times\left[\mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) s}+\mathrm{e}^{-\frac{\alpha}{2} s}\right] \tilde{Y}(s) \mathrm{d} s \\
& \leqslant C(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}+C \int_{0}^{t}\left[\mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) s}+\mathrm{e}^{-\frac{a}{2} s}\right] \tilde{Y}(s) \mathrm{d} s . \tag{4.10}
\end{align*}
$$

Therefore, the application of Gronwall's inequality to (4.10) gives us the following estimate for any $k \in \mathbb{N}$,

$$
\begin{aligned}
& \left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{\infty}\left(R, R^{2}\right)} \\
& \quad \leqslant C(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t} \exp \left\{C \int_{0}^{t}\left[\mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) s}+\mathrm{e}^{-\frac{a}{2} s}\right] \mathrm{d} s\right\} \\
&
\end{aligned}
$$

Step 3 ( $L^{p}$-estimate). Finally, with the $L^{1}$-estimate and $L^{\infty}$-estimate in hand, for any $p \in[1, \infty]$, we use the interpolation inequality to get the $L^{p}$-estimate by

$$
\begin{aligned}
& \left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{p}\left(R, R^{2}\right)} \\
& \\
& \leqslant\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{\infty}\left(R, R^{2}\right)}^{\frac{p-1}{p}}\left\|\frac{\partial^{k}}{\partial x^{k}}(\psi(t, x), \theta(t, x))\right\|_{L^{1}\left(R, R^{2}\right)}^{\frac{1}{p}} \\
&
\end{aligned} \quad \leqslant C\left[(1+t)^{-\frac{1}{2}} \mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}\right]^{\frac{p-1}{p}}\left[\mathrm{e}^{-\left(1-\alpha-\frac{v}{4 \alpha}\right) t}\right]^{\frac{1}{p}} .
$$

This completes the proof.
Remark 4.6. For the general system (1.1), we have proved the global existence and established the decay order for the solution subject to the coefficients constriction. For the special system where $\alpha=\beta$ and $\sigma=1$, we derive the optimal decay order of the solution. However, the optimal decay rates of the solution to the general system is not obtained yet in that the calculation is too complicated to derive the optimal decay order. It is still interesting to develop novel ideas or computational techniques to deal with such a problem.
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